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Abstract

Resonant Tunneling and Applications

by

Adrian Shestakov

Resonant tunneling is a quantum mechanical phenomenon which occurs in a quantum tun-

neling system with two or more barriers separated by a quantum well. Resonant Tunneling

Diodes (RTDs) are a type of tunnel diodes which employ such a system. They exhibit non-

linear electrical properties which can be utilized in many different ways. RTDs can operate

at terahertz frequencies and can be used to supply gain to an electrical signal. This paper

seeks to examine the quantum mechanics of resonant tunneling in a thorough and accessible

way, to connect the quantum mechanics to the electrical properties of RTDs, and to describe

some of their applications.



iv

Contents

List of Figures v

List of Tables vi

Acknowledgements vii

1 Introduction 1
1.1 Resonant Tunneling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.2 Wave Packets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.3 Resonant Tunneling Diodes . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.4 History and Alternative Theories . . . . . . . . . . . . . . . . . . . . . . . . 9

1.4.1 McMillan Anderson Model . . . . . . . . . . . . . . . . . . . . . . . . 10
1.4.2 Gadzuk Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11

2 Quantum Mechanics of Resonant Tunneling 12
2.1 Incident Wave Packet . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.2 Dwell Time . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

3 RTD operation 22
3.1 Switching . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
3.2 RTD Static Memory Operation . . . . . . . . . . . . . . . . . . . . . . . . . 29

4 Conclusion 34

Bibliography 35



v

List of Figures

1.1 Single Barrier Quantum Tunneling . . . . . . . . . . . . . . . . . . . . . . . 2
1.2 Quasi-bound States Summary Plot . . . . . . . . . . . . . . . . . . . . . . . 3
1.3 Regional Wave Function Forms . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.4 Motion of a Gaussian Wave Packet . . . . . . . . . . . . . . . . . . . . . . . 6
1.5 RTD Biases . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8

2.1 Double Barrier Tunneling Probability . . . . . . . . . . . . . . . . . . . . . . 14
2.2 Schematic Probability Peaks . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.3 Simulated Wave Packet Evolution . . . . . . . . . . . . . . . . . . . . . . . . 18
2.4 Dwell Time v. Barrier Thickness . . . . . . . . . . . . . . . . . . . . . . . . 21

3.1 Single Peak I-V Curves . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
3.2 RTD Small-Signal Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
3.3 RTD Switching Circuit and Large-Signal Equivalent . . . . . . . . . . . . . . 27
3.4 Piecewise Linear I-V Approximation . . . . . . . . . . . . . . . . . . . . . . 29
3.5 RTD Memory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
3.6 RTD and 6T-SRAM Memory Cells . . . . . . . . . . . . . . . . . . . . . . . 32
3.7 Cascade RTD Memory Cell . . . . . . . . . . . . . . . . . . . . . . . . . . . 33



vi

List of Tables

2.1 Dwell Times . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

3.1 RTD Structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
3.2 RTD Current Values . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26



vii

Acknowledgements

I owe a deep debt of gratitude to my father, to my dear friend Natalie Moore, and to my

advisor Professor Michael Dine, all of whom made the completion of this paper possible.



1

1

Introduction

Quantum tunneling is a familiar phenomenon from the undergraduate physics curricu-

lum. When a particle is incident on a barrier with higher energy than that of the particle,

the particle has a nonzero probability of tunneling through the barrier and appearing on the

other side. This happens despite the particle not having enough energy to cross the barrier

according to classical physics. This is explained mathematically using the particle’s wave

function, Ψ. In the classically forbidden region the particle’s wave function decreases expo-

nentially as a function of distance. It does not however, equal zero, so for barrier of finite

thickness the amplitude of the wave function is exponentially decreased but still nonzero on

the other side of the barrier, as shown in Figure 1.1. Devices that make use of tunneling

typically have barriers on the order of a few nanometers thick.
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Figure 1.1: In the classically allowed (E>V) regions a particle’s wave function is of the form

eikx where k = p
~ is the wavenumber of the particle. In the classically forbidden region (E<V)

the wavefunction is of the form e−κx [1].

Quantum Tunneling is the mechanism behind nuclear fusion in stars and radioactive de-

cay. Many instruments, scanning tunneling microscopes and tunneling diodes for example,

make use of tunneling. The application of interest for this paper is tunneling diodes with two

potential barriers. These diodes, known as resonant tunneling diodes (RTDs), exhibit inter-

esting quantum behavior and possess useful nonlinear electrical properties to be described

in later sections.

1.1 Resonant Tunneling

The particular phenomenon of interest for this paper is resonant tunneling. Resonant

tunneling occurs in systems with two or more potential barriers separated by quantum wells.

In the quantum well there exist quasi-bound states which are analogous to bound states in

a finite or in an infinite well. An example of this is pictured in Figure 1.2
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Figure 1.2: The first, second, and third quasi-bound states for a resonant tunneling system

with barrier height 0.27 eV, barrier width 5 nm, and well width 10 nm. The oscillatory

nature and exponential decay are visible in the classically allowed and forbidden regions

respectively [2].

The quasi-bound states differ from their true bound analogues because the quasi-bound

states decay over time. This decay is due to the chance that the particle will tunnel through

the confining barriers. This is seen graphically in the small amplitude oscillations of the

wave functions in Figure 1.2, particularly the second and third quasi-bound states.

The tunneling probability takes an interesting and illuminating form in the case where a

particle is incident on the barriers from one side. The simplest example of a double barrier

system is depicted in Figure 1.3
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Figure 1.3: A particle incident on double barriers will have its wavefunction split into trans-

mitted and reflected waves. Letters A through H are the amplitudes of the wavefunctions in

each region. The direction of the wave is given by the sign of the exponent; a right traveling

wave has positive exponent, e+ikx, and a left traveling wave has a negative exponent, e−ikx.

This does not apply in the tunneling region however; in this region both the eκx and e−κx

terms describe tunneling in both directions [3].

We obtain the transmission coefficient by equating the wave functions and their first

derivatives at each boundary and solving the resulting system of linear equations for H. The

transmission coefficient is simply |H|2. In general this coefficient takes a very small value.

For certain energies however the coefficient can be well approximated by the Breit-Wigner

form

(Γ/2)2

(E − ER)2 + (Γ/2)2

characterizing a resonance distribution. In the transmission coefficient, E is the energy of

the particle and ER takes discrete values equal to the energies of the quasi-bound states of

the well. The exponential suppression due to the barriers is captured in the factor Γ. We

see then that for incident energies equal to the resonance energies of the well the tunneling

probability is equal to unity. It is interesting to note that in the case of a single barrier, the

tunneling probability is always less than one, but a double barrier can actually have a higher
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tunneling probability and in some cases theoretically be equal to one. When the energy of

the incident wave is not close to the resonance energy the wave function is exponentially

suppressed twice, once by each barrier, in the same manner as the suppression due to a

single barrier. Therefore the double barrier exhibits very low tunneling probability except

for certain energies. This property is used in RTDs and gives them their useful electrical

properties.

1.2 Wave Packets

Before discussing RTDs we must revisit the concept of wave packets. A wave packet is

comprised of a superposition of waves with distinct energies and wave numbers. We use

wave packets to represent particles traveling through space to ensure the wave function is

normalizable. The general form for a wave packet is

Ψ(x, t) =

∫ ∞
−∞

ϕ(k)A(k)ei(kx−ω(k)t)dk

where ω(k) = ~k2/2m = E(k)/~ is the frequency for a given wave number, x is a spatial

coordinate and ϕ(k) is some distribution peaked at some value k0 and that goes to 0 as

k → ±∞. For a particle we may set A(k) = 1 ∀ k without loss of generality.

We most commonly model particles using a Gaussian wave packet. This wave packet can

be described in many forms. It is particularly illuminating to describe such a wave packet

as the Fourier transform of its wave number distribution:

Ψ(x, t) =
1√
2π

∫ ∞
−∞

ϕ(k)eikx−iω(k)tdk.

where wave number distribution is Gaussian and centered around a specific wave number k0:

ϕ(k) =
1√

2πσk
e−(k−k0)2/2σ2

k .
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(a) A Gaussian wave packet at time t=0 s (b) A Gaussian wave packet at t=30 s

Figure 1.4: The motion of a wave packet for a free particle with average wavenumber k0 = 3

m−1, wave number uncertainty σk = 0.5 m−1. In this simulation the particle’s mass and ~

are set equal to one.

A Gaussian distribution is normalized and symmetric around its mean value, in this case k0,

for all t.

Composing the wave function, Ψ(x, t), in this way ensures that the spatial probability

distribution, Ψ∗Ψ = |Ψ|2, is Gaussian as well. The wave packet travels through space with

velocity vg = ∂ω
∂k

= ~k0/m. It is then centered at x0 = ~k0t/m assuming it is centered at

x = 0 initially. The motion of a wave packet for a free particle is plotted in Figures 1.4a and

1.4b. We model the tunneling electrons in RTDs with Gaussian wave packets.

1.3 Resonant Tunneling Diodes

RTDs are useful circuit components in optoelectronics and other applications. Charged

particles tunnel through the barriers in the diode. The flow of charged particles is called

the tunneling current. It is simply a macroscopic manifestation of the tunneling probability;
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the higher or lower the tunneling probability, the higher or lower the tunneling current.

Quantum tunneling is a very fast process, though exactly how fast is still debated. Some

studies claim that quantum tunneling can be instantaneous [4] while others report that

tunneling through barriers a few Bohr radii (1a0 = 5.291772 × 10−11 m) thick takes on the

order of 10−16 seconds [5]. The speed of quantum tunneling enables RTDs to operate at

very high frequencies. Brown et al [6] observed RTDs operating at room temperature at 420

GHz using 1.1 nm thick AlAs barriers and a 4.5 nm GaAs quantum well and at 712 GHz

in a different experiment [7] using InAs/AlSb double barrier diodes. The latter experiment

produced a power density of 90 W cm−2 at 360 Ghz, approximately 50 times greater than

the power density generated by the GaAs/AlAs diodes at approximately the same frequency.

Recently RTDs have been observed to operate at frequencies in the THz range [8, 9]. The

potential functions for typical RTDs resemble those in Figure 1.5.
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Figure 1.5: A potential function for an RTD at different biases: (a) zero bias, (b) threshold

bias, (c) resonance, and (d) off-resonance. The barriers correspond to insulating material.

The areas outside the barriers correspond to metals. The shaded areas outside of the barriers

represent the energies available to electrons in the conduction bands in the metals. EL
F and

ER
F are the fermi energies in the emitter and collecter respectively. EL

C and ER
C are the

energies of the conduction band edges. The resonance energy for the well is labeled by

E0. The resonance energy for this RTD is contained in the range of energies available to

electrons incident on the barriers from the left, the so called ”emitter region,” so this RTD

would exhibit a high tunneling current.

Additionally resonant tunneling diodes can exhibit negative differential resistance or con-
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ductance

Rdiff =
dV

dI
Gdiff =

1

Rdiff

.

This can be seen by examining the transmission coefficient

T =
(Γ/2)2

(E − ER)2 + (Γ/2)2
.

If the tunneling particles have energy close to ER the tunneling current will be maximized.

If the voltage applied to an RTD is increased, the energies of the tunneling particles are

increased and the (E − ER)2 term will increase, causing an overall decline in the tunneling

current dV
dI

= Rdiff < 0, hence negative differential conductance. This can also be illustrated

using Figure 1.5. Increasing the applied voltage to the diode raises the energies of the

conduction bands without affecting the resonance energy. If the voltage is increased to a

point where the bottom of the conduction band on the incident side is above the resonance

energy, the tunneling current will decrease dramatically.

Negative differential conductance (NDC) makes RTDs useful for amplifying electrical

signals. A positive resistor consumes power as current flows through it but, NDC can be

used to produce power. The power does not appear from nothingness however; a D.C. bias

has to be applied to the diode for it to exhibit NDC. The D.C. bias power is converted into

A.C. power by the diode [10]. RTDs operate similarly to traditional transistors in this regard

but use only two terminals as opposed to three.

1.4 History and Alternative Theories

Resonant tunneling was first observed experimentally by W.J. Tomasch in 1965 [11].

Since its first observation resonant tunneling has become an extensively documented phe-
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nomena. Tomasch observed what he referred to as “geometrical resonance” as periodic os-

cillations in dV
dI

as a function of V in thick (∼5 µm) superconducting film diodes. Originally

seen only in superconducting film diodes, resonant tunneling was soon observed in non-

superconducting metal diodes [12] under the influence of an applied magnetic field. Gadzuk

[13] showed that resonance existed in metal-insulator-metal junctions as well. As Tomasch

continued to observe the effect in lead and other materials, his results were examined from

a theoretical perspective [14, 15].

1.4.1 McMillan Anderson Model

McMillan and Anderson explain Tomasch’s observations as being the result of a quasi-

particle interference effect on or near the surface of superconducting film. Particles in a

solid behave in complicated ways, but can sometimes be modeled as particles with a differ-

ent mass in free space, thus simplifying calculations. This is the essence of a quasiparticle.

Using quasiparticles McMillan and Anderson derive an expression

ωn =

(
∆2 +

(
πn~vF
d

)2
)1/2

in agreement with Tomasch’s experimental results [11, 15]. In this expression ωn is the

energy of the tunneling quasiparticle, ∆ is the difference in energy gaps of the materials in

the diode, vF is the fermi velocity, and d is the thickness of the film. The energy gap is

simply the difference between valence band and conduction band of a material.
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1.4.2 Gadzuk Model

Taking a time-dependant perturbational approach, Gadzuk formulated a result for the

tunneling coefficient

T = 〈f |VF |m〉+
〈f |VF |a〉 〈a|VF |m〉

E − EF − iΓ

where |f〉, |m〉, and |a〉 represent the wave functions of the tunneling particle in the free,

metalic, and atomic part of the potential, VF is the potential of the applied electric field,

and EF is the Fermi energy. This form closely resembles the Breit-Wigner form

Γ/2

(E − ER) + iΓ/2

characterizing a resonance distribution.

Resonant tunneling, its applications, and its limitations remain of interest. This paper

examines the phenomenon through an accessible quantum mechanical lens.
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2

Quantum Mechanics of Resonant

Tunneling

We begin by obtaining the transmission coefficient for a particle incident on a double

barrier. In all regions the wave function can be taken to have the form

Ψ(x, t) =

∫ ∞
−∞

ϕ(k)ψk(x)e−iEt/~

with E = ~2k2
2m

and ψk(x) is a solution to the Schrödinger Equation. Far left of the first

barrier we have

Ψ1 =

∫ ∞
−∞

ϕ(k)
(
eikx +B(k)e−ikx

)
e−iEt/~dk.

Far to the right we have

Ψ5 =

∫ ∞
−∞

ϕ(k)A(k)eikxe−iEt/~dk.

The two wave functions are connected using the WKB method [16]. In the classically allowed

region the wavenumber given by the WKB approximation is k(x) = 1
~

√
2m(E − V (x)).

In the classically forbidden region κ(x) = 1
~

√
2m(V (x)− E) gives the rate of exponential

growth or decay of the wavefunction. For a generalized system with barriers from x = −b
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to x = −a and x = a to x = b with a quantum well from x = −a to x = a and V = 0

elsewhere, the general relation is [17]

 1

B

 =

1

2

e−2iρ
((

4θ2 − 1
4θ2

)
cosL− 2i sinL

)
i
(
4θ2 − 1

4θ2

)
cosL

−i
(
4θ2 − 1

4θ2

)
cosL e2iρ

((
4θ2 − 1

4θ2

)
cosL+ 2i sinL

)

A

0


with

L =

∫ a

−a
k(x)dx, θ = exp

(∫ b

a

κ(x)dx

)
, and ρ =

∫ a

b

k(x)dx− kb.

This gives

A =
√
Te−iφ =

e2iρ

1
2

(
4θ2 − 1

4θ2

)
cosL− i sinL

.

The transmission coefficient is

T = |A|2 =
4(

4θ2 − 1
4θ2

)2
cos2 L+ 4 sin2 L

. The exponential suppression from the barriers is captured in the factor θ which is later

used in the definition of Γ. The behavior of this coefficient is pictured in Figure 2.1.

For most energies the tunneling probability is very low, ∼ θ−4. However, when the

energy is equal to the energy of a bound state in an infinite well of equal width and depth,

L = (2n + 1)π/2. For these energies we have cos2 L = 0 and sin2 L = 1, giving T = 1. In

this vicinity

cosL ≈ ∓
(
∂L

∂E

)∣∣∣∣
E−ER

(E − ER) and sinL ≈ ±1

This gives

√
Te−iφ =

Γ/2

E − ER + iΓ/2
e2iρ
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Figure 2.1: Tunneling probability as a function of energy for a double square barrier system

with mass m = me = 0.510998 MeV/c2, barrier width 5 nm, well width 10 nm, and barrier

height 0.27 eV. The tunneling probability peaks sharply at resonance energies. Each peak

reaches 1 but this plot is limited by machine precision.

or

T =
(Γ/2)2

(E − ER)2 + (Γ/2)2

with Γ = 1/
(
θ2 ∂L

∂E

∣∣
E=ER

)
.

Γ is inversely proportional to θ2, the integral of the wave number in the classically for-

bidden region. If barrier width or height is increased, Γ decreases exponentially. For most

systems Γ will be much smaller than the energy. Γ also defines the Full Width at Half

Maximum (FWHM) of the tunneling probability peaks as a function of energy. Similarly we

denote the FWHM of the peak as a function of k with Γk, as shown in Figure 2.2.

We have total transmission at resonant energies due to destructive interference in the

reflected waves; the wave reflected off the first barrier is π radians out of phase and equal in

amplitude with the wave reflected off the second barrier. They therefore cancel, and there is

no reflected wave. This is possible only in theory of course, as a physical particle must have
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Figure 2.2: Schematic representations of Probability Peaks as functions of wave number and

energy [18].

energy uncertainty.

2.1 Incident Wave Packet

Consider a particle described by a Gaussian wave packet incident on a double barrier

potential, as in Figure 2.3a. The incident wave function is given by

ΨI(x, t) =
1√
2π

∫ ∞
−∞

1√
2πσk

e−(k−k0)2/2σ2
keikx−i

~k2
2m

tdk.

Let us presume that the mean value of the wave number distribution is such that ER =
~2k20
2m

.

Let us also presume that the width of the wavenumber distribution, σk is small enough that

the energy uncertainty of the wave packet σE = ~2k0σk
m

includes only one resonance.

Upon hitting the first barrier, the particle tunnels through and oscillates in the well. This

is visible in the amplitudes of Ψ and |Ψ|2 in Figures 2.3b and 2.3c. The amplitude of |Ψ|2 in

the well then decays exponentially with a characteristic time to be discussed in Section 2.2.

This decay is visible in Figures 2.3c, 2.3d, and 2.3e.

The transmitted portion of the wave function can be given by
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ΨT (x, t) =
√
Teiδ0ΨI(x, t)

with δ0 = −k(2d+D) where d is the barrier thickness and D is the well width.

We may then use the approximation for
√
Teiδ0 in the vicinity of resonances:

ΨT (x, t) =
Γ/2

E − ER + iΓ/2
eiδ0

1√
2π

∫ ∞
−∞

ϕ(k)eikx−
i
~Etdk.

If the wave number uncertainty σk is greater than the FWHM, Γk, of the tunneling prob-

ability peak, the incoming wave packet contains nonresonant components. As a consequence

a significant portion of ΨI will be reflected. The transmitted wave packet tunnels out from

the resonant state with width on the order of Γk. Therefore, the width of ΨT in x-space,

σx ∼= 1
Γk

will be large in comparison to that of the incoming packet [18].

2.2 Dwell Time

Far to the right of the barrier the wave function can be expressed as

Ψ(x, t) =

∫ ∞
−∞

ϕ(k)ei(kx+δ(k)t− i
~Et)dk

where ϕ(k) is peaked at k0. We may then use the stationary phase approximation and

evaluate at k0

d

dk

(
kx+ δ(k)t− ~k2

2m
t

)∣∣∣∣
k=k0

= 0.

This gives the position for the center of the wave packet

x =
~k0

m

(
t− m

~k0

δ′(k)|k=k0
t

)
.
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(a) A Gaussian wave packet incident from the

left on a double barrier structure

(b) The wave packet hits the barrier. The fluc-

tuations in |Ψ|2 are due to interference from the

incident and reflected waves. We see the ampli-

tude of |Ψ|2 increasing as the wave packet reaches

the first barrier.

(c) The reflected wave packet is approximately

Gaussian in its shape. Right of the barriers we

see a wave packet tunneling out. This leading

wave front corresponds to the particle tunneling

through both barriers without being reflected.

(d) |Ψ|2 decays exponentially in the well as the

particle oscillates between the two barriers, tun-

neling out probabilistically.
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(e) Continued evolution of Ψ and |Ψ|2 .

Figure 2.3: Evolution of a wave packet incident on a double barrier structure. The evolution

equations for this simulation were obtained by applying the finite differences method to the

Schrödinger equation for an arbitrary potential.
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We see that the wave packet incurs a time shift of m
~k0 δ

′(k0). The phase shift, δ, is given by

the arctan of the transmission coefficient in the complex plane

δ = δ0 − tan−1

(
Γ/2

E − ER

)
.

Taking the derivative and multiplying by ~ gives the dwell time, τd, or simply τ :

τd = ~
dδ(E)

dE

∣∣∣∣
E=ER

=
m

~k0

dδ(k)

dk

∣∣∣∣
k=k0

.

which gives

τd = ~
Γ/2

(E − ER)2 + (Γ/2)2

or

τd =
2~
Γ

at resonance.

Harada et al. ran a simulation similar to that pictured in Figure 2.3 and calculated the

dwell time for various well and barrier dimensions. These results are presented in Table 2.1

and graphed in Figure 2.4.
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V (mV) L (nm) d (nm) τ (ps)

400 2 2 0.022

4 0.37

6 6.1

5 2 0.23

4 8.9

6 360

10 2 2.1

4 110

6 5900

Table 2.1: Dwell times obtained from wave packet simulation for various well widths (L),

barrier thicknesses (d), and a 400 mV potential [18].
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Figure 2.4: Dependence of dwell time on barrier thickness. The solid circles indicate the

points obtained from the simulation of the wavepacket. The lines show the dwell time

calculated from Γ [18].
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3

RTD operation

We turn our attention now to RTDs and their electrical properties. Typical RTDs consist

of the following: a heavily doped emitter region, an undoped quantum well sandwiched

between two undoped barriers, and a heavily doped collector region. The bias applied to

the diode, labeled V in Figure 1.5, functions to change the alignment of the emitter and

quasi-bound states. In Figure 1.5 tunneling current begins to flow in state (b), is maximized

in state (c) and drops off after state (d). We see exactly this behavior in Figure 3.1. The

structural parameters of the diodes for this figure are listed in Table 3.1.

Typical tunnel diodes must be doped heavily enough that the semiconductor degenerates

in order to exhibit NDC. When this occurs the impurity atoms create an impurity band

in the semiconductor which increases the capacitance. RTDs however offer flexibility in

this regard; the structural parameters of the barriers and surrounding doping profile can

be selected to give the RTD low capacitance while maintaining NDC. This makes RTDs

favorable for generating high frequency signals. Their low capacitance and short dwell times

ensure that there is little lag between input and output signals.
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Emitter

n-GaAs (Si: 5× 1018/cm3) 150 nm

n-GaAs (Si: 2× 1017/cm3) 150 nm

n-GaAs (Si: 8× 1016/cm3) 200 nm

n-GaAs (Si: 3× 1016/cm3) 250 nm

n-GaAs (Si: 1× 1016/cm3 450 nm

undoped-GaAs 5 nm

Double barrier structure

undoped-GaAs 5 nm

n-GaAs (Si: 1× 1016/cm3 450 nm

n-GaAs (Si: 3× 1016/cm3) 250 nm

n-GaAs (Si: 8× 1016/cm3) 200 nm

n-GaAs (Si: 2× 1017/cm3) 150 nm

n-GaAs (Si: 5× 1018/cm3) 500 nm

Collector

Table 3.1: General Emitter and Collector structures. Materials 2 and 3 in Figure 3.1 fol-

low this structure with an AlAs/GaAs/AlAs double-barrier structure with dimensions (4.2

nm/5.9 nm/4.2 nm) and (5.0 nm/7.0 nm/5.0 nm) respectively [19].
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(a) I-V curve for Material 2 (b) I-V curve for Material 3

Figure 3.1: I-V curves for a 14 µm diode for Materials 2 and 3 at 4.2 K [20].

To make use of their NDC a DC bias must be applied to the diode. The amplitude of

the DC signal can be made large in comparison to that of the AC signal. We may then use a

small-signal model1 for an RTD, pictured in Figure 3.2. In this figure Rs denotes the series

resistance due to ohmic contacts2, the resistivity of the emitter and collector regions, and

spreading resistance3; CD denotes the parallel capacitance due to charging and discharging

at the wiring and semiconductor depletion regions; −G denotes the conductance of the diode

and is made negative to express the NDC; LQW is an inductance element which corresponds

to the delay of the diode current with respect to voltage. It takes time to accumulate charges

in the quantum well to change the diode current, thus causing the delay. Generally LQW is

chosen such that LQWG = τd.

The impedance of the diode can be expressed as a function of frequency in terms of its

1A model approximating a circuit element as a smaller circuit of linear components that can be used
when the AC signal is small compared to the DC signal.

2An electrical junction with a linear I-V curve.
3Resistance due to distribution of dopant atoms
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Figure 3.2: Small-signal model for an RTD [21].

real and imaginary parts:

Z(f) = R(f) + iX(f).

The power consumed by the diode is given by R(f) · I2. If R(f) is negative the diode

supplies electrical power to the circuit at frequency f by converting power from the D.C. bias

required to operate the RTD in the NDC regime. The output signal is thereby amplified.

The maximum oscillation frequency is defined as the frequency where R(fmax) = 0 and is

given by [22]

fmax =
1

2π

(
1

2L2
QWCD

) 1
2

×

2LQW −
CD
G2

+

[(
CD
G2
− 2LQW

)2

− 4LQW(1 +RsG)

RsG

] 1
2


1
2

.

For diodes with negligibly small LQW this expression simplifies to

fmax =
1

2πCD

(
−G
Rs

−G2

) 1
2

.

The high frequency performance can be improved by increasing G or decreasing Rs or

CD. To achieve large G the peak current density Jp must be large and the valley current

density Jv must be small. The peak current is the local maximal current flow as a function
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Material Jp (kA cm−2) Jp/Jv Jp − Jv (kA cm−2)

InGaAs/AlAs 450 4 345

InAs/AlSb 370 3.5 260

Table 3.2: Peak current density, peak-to-valley current ratio, and available current density

for different RTDs [23, 24].

of voltage. The valley current is the local minimal current flow. RTDs with high Jp typically

have a peak-to-valley current ratio Jp
Jv

of ∼ 10. High Jp corresponds to a high transmission

probability and therefore a shorter dwell time. Table 3.2 lists current values for two RTDs.

The two listed RTDs have an averaged NDC of over 650 kS cm−2. If we assume they have a

specific CD of 100 nF cm−2 which corresponds to a depletion region of slightly over 100 nm,

the time constant CD/G is 0.15 ps. This corresponds to an expected oscillation frequency

of 1 THz [19].

3.1 Switching

RTD’s high operation speeds make them useful for high-frequency switching circuits. The

short dwell times of tunneling particles allow high-frequency A.C. signals to be treated as

being quasi-static, provided that the period of the A.C. signal is significantly longer than

the dwell time. An illustration of an RTD switching circuit and its large-signal4 equivalent

is pictured in Figure 3.3.

The large-signal model differs from the small signal model in two ways: first, the differ-

ential conductance of the diode, −G in Figure 3.2, is replaced by the current function ID(V1)

4Approximate model for large AC compared to DC current.
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(a) Circuit diagram for switching circuit with

RTD switching element
(b) Equivalent circuit. The box given by the

dashed line indicates the equivalent circuit for

the RTD.

Figure 3.3: RTD switching circuit and its large-signal equivalent [19]

of the voltage across the diode; second, the inductance LQW is not included. The differential

conductance must be replaced by the current function in the large-signal model because the

differential conductance changes during switching. This current function is assumed to be

piecewise-linear.

The circuit equation for Figure 3.3 according to Kirchoff’s current law is

CD(V1)
dV1

dt
=
Vin − V1

RL +Rs

− ID(V1) (3.1)

where RL = Z0

2
. By rewriting Vin−V1

RL+Rs
as IL(V1) equation 3.1 can be simplified as

CD(V1)
dV1

dt
= IL(V1)− ID(V1). (3.2)

This has steady state solutions

IL(V1) = ID(V1).
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Two solutions to this equation are plotted in Figure 3.4. There are two solutions for Vin1

and one solution for Vin2
. Suppose the diode is initially in state Vin = Vin1

and V1 = Vp. If

the input voltage is then increased to Vin2
the diode will switch from Vp to Vf.

The transient behavior of the diode is governed by Equation 3.2. We may compute the

10-90% rise time5 for the switch by rewriting Equation 3.2 as

dt = dV1
CD(V1)

IL(V1)− ID(V1)

and integrating from Vp + 0.1∆V to Vf − 0.1∆V where ∆V = Vf − Vp. This gives

Trise =

∫ Vf−0.1∆V

Vp+0.1∆V

CD(V )

IL(V )− ID(V )
dV.

If we assume CD is independent of V and that the difference between Vin1
and Vin2

is small,

the rise time is given by [25]

Trise = |Rn|CD
[

x

x− 1
ln

(
10(x+ y)

x(x− y)

)
+

xy

x+ y
ln

(
10y(x+ y)

x(x− y)

)]
. (3.3)

In this equation x ≡ RL+Rs

|Rn| and y ≡ RD

|Rn| , where 1
Rn

is the slope of ID in the NDC region

(just right of Vp in Figure 3.4) and 1
RD

is the slope of ID at Vf .

From Equation 3.3 we can see that the rise time is dominated by Rn and CD. There is

also an optimal x value for a given y value. As x decreases towards 1, IL − ID, the current

charging the diode capacitance, shrinks. This causes an increase in Trise. If x becomes large

due to an increase in load impedance, Trise increases due to an increase in the input voltage

swing necessary for switching. We see then that to achieve optimal performance Rs, Rn,

and CD must be reduced, as one might expect. RTD switches have been used in triggering

circuits with frequencies up to 110 GHz [26, 27]. Switching times as low as 2.2 ps have been

observed [28].

5The time for the signal to change from 0.1 to 0.9 of the output step.
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Figure 3.4: ID(V1) for an RTD and load lines IL(Vini) [19]. The straight lines represent the

piecewise linear approximation ID.

3.2 RTD Static Memory Operation

The last application for discussion is RTDs as static memory elements. RTDs can be

used to construct inverter circuits6 that exhibit hysteresis. These circuits can be used as

static memory elements and use fewer components than typical static memory circuits [19].

Their operation is similar to the switching described in Section 3.1.

A simple memory circuit using an RTD is pictured in Figure 3.5a. Figure 3.5b shows

the I-V model for the diode and three different load lines. We see that the circuit can have

between 1 and 3 steady-state solutions. The stability of each solution is governed by

Vout = C1e
−C−1

D (R−1
L +R−1

i )t +
RLRi

RL +Ri

(
Vin
RL

− Ii
)

where C1 is some constant not to be confused with capacitance, Ri is the differential resis-

tance at intersection i ∈ (1, 2, 3), and Ii is the current axis intersect of each linear piece of

ID. For R−1
L +R−1

i > 0 the sign of the exponential is negative and the exponential tends to

zero for large t, therefore the solution is stable. Solutions 1 and 3 in Figure 3.5b are stable;

6A circuit that converts direct current to alternating current
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Solution 2 is not. Switching between these two stable points allows the circuit to function

as a memory device.

The operation of the device is simple. If we imagine Vin increasing from zero, the diode

voltage increases along the first part of ID until it reaches Vp. After reaching Vp it abruptly

switches to state 3 and continues to increase with Vin. The process is analogous in reverse:

the diode voltage decreases along the third part of ID, through state 3, reaches Vv and

abruptly switches to state 1 as Vin continues to decrease. This behavior is plotted in Figure

3.5c. The width in terms of Vin between the two switching points determines the noise

margin7. The state of the device is read by simply sensing the output voltage.

Due to their simplicity, these devices are well suited to use in conjunction with other

active components8 such as FETs9 to create ICs10. An example RTD memory cell is pictured

next to a conventional memory cell in Figures 3.6a and 3.6b respectively. We see that the

RTD cell requires far fewer components than a typical cell: a resistor, an RTD, and an FET

compared to six transistors and two resistors. Opening gates Q1 and Q2 connects the output

node of the RTD memory element to the bit line. The element is read by sensing the output

voltage and written to by changing the node voltage through the bit line.

For an RTD to function as a memory element we must have two stable points for memory

operation, as in Figure 3.5b. The valley current for the diode must be sufficiently small or

the second stable state will be lost. To maintain a low valley current the load resistance

RL and therefore the input voltage must be large. This causes significant power loss during

operation. The valley current is due to scattering in the quantum well [19]. Electrons with

7The amount by which the signal exceeds the minimum amount for proper operation.
8Components that require power, usually from a DC source, for their operation.
9Field Effect Transistors: transistors which use electric fields to control the output.

10Integrated circuits, commonly known as microchips: a set of circuits on a small flat piece (a ”chip”) of
semiconductor material, usually silicon.
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(a) A simple RTD memory cir-

cuit built from an RTD and a re-

sistor.

(b) Piecewise-linear model for RTD and three load lines. Vp

and Vv denote the voltages for peak and valley currents re-

spectively.

(c) Vout vs Vin plot for the circuit in Figure 3.5a

Figure 3.5: RTD memory circuit, ID model, and output-input plot [19].
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(a) Example RTD memory cell [19].
(b) Typical memory cell.

Figure 3.6: Circuit diagrams for RTD memory cell and 6T-SRAM cell.

initial energy greater than the resonance energy may scatter off of impurities in the diode.

Some of their longitudinal momentum may then be converted into transverse momentum,

allowing them to inhabit resonant states in the well. A more efficient way to control the

valley current has yet to be found and RTD memory cells still consume too much power to

be practical.

Replacing the load resistance with a nonlinear circuit element offers a different way of

reducing power consumption in RTD memory cells. A number of devices have been used in

this pursuit including D-FETs and Bipolar Junction Transistors. Both D-FETs and BJTs

reduce power consumption in RTDs, but increase the space required for each cell. A more

promising approach is using a second RTD as the load resistor in a cascade [29, 30] as in

Figure 3.7a. The operation of this circuit is essentially the same as that for the linear load

resistance, despite the more complicated load line. The two stable operation points occur in

the valley current for the two RTDs, as seen in Figures 3.7b. This reduces power consumption

while maintaining a compact cell. Cascade RTD memory cells have been manufactured to



33

be as small as 10 × 13 µm [30], only slightly larger than the smallest reported 6-transistor

memory cell (0.1 µm2) [31].

(a) Example double RTD memory

cell. [19].
(b) I-V curve for a two RTD memory cell

Figure 3.7: Cascade RTD memory cell and its I-V Curve
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4

Conclusion

This paper aims to clarify the connection between the quantum mechanics of resonant

tunneling and the properties exhibited by RTDs. The transmission coefficient for a tunneling

particle was derived and images from a simulation were presented. The lifetime of the quasi-

stable state was also derived. Some properties of the transmitted wave packet, such as its

width in x and k space were presented.

Additionally this paper serves to outline a few fundamental electrical applications of

RTDs. RTD applications are still a field of active research and some topics have been

excluded from this paper including multiple-state memory and logic [32, 33], optical control

[34, 35] and near THz wireless transmission frequencies [36]. As RTD technology continues

to improve they may become more ubiquitous circuit components used for a wide range of

applications.
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